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Abstract. In the recent papers [12, 13], Goldston, Graham, Pintz, and Y�ld�r�m use a variant
of the Selberg sieve to prove the existence of small gaps between E2 numbers, that is, square-free
numbers with exactly two prime factors. We apply their techniques to prove similar bounds for
Er numbers for any r ≥ 2, where these numbers are required to have all of their prime factors
in a set of primes P. Our result holds for any P of positive density that satis�es a Siegel-Wal�sz
condition regarding distribution in arithmetic progressions. We also prove a stronger result in
the case that P satis�es a Bombieri-Vinogradov condition. We were motivated to prove these
generalizations because of recent results of Ono [22] and Soundararajan [25]. These generalizations
yield applications to divisibility of class numbers, nonvanishing of critical values of L-functions,
and triviality of ranks of elliptic curves.

1. Introduction and Statement of Results

In a recent series of papers [11, 12, 13], Goldston, Graham, Pintz, and Y�ld�r�m (GGPY) considered
the problem of bounding gaps between primes and almost primes. Goldston, Pintz, and Y�ld�r�m
proved in [11] that

(1.1) lim inf
n→∞

pn+1 − pn

log n
= 0,

and Goldston, Graham, Pintz, and Y�ld�r�m gave an alternate proof [12] of (1.1) based on the Selberg
sieve. In the latter paper, the authors also observed that their method could be successfully applied
to E2 numbers, that is, square-free numbers with exactly two prime factors. In [13] these authors
proved that

(1.2) lim inf
n→∞

(
qn+1 − qn

)
≤ 6,

where qn denotes the nth E2 number. They further showed that their method was highly adaptable,
and obtained bounds between nonconsecutive almost-primes qn and qn+ν for any ν, and between E2

numbers whose prime factors are both congruent to 1 modulo 4.
The reason for this adaptability is the following. The proofs in [11, 12, 13] proceed by considering

a sum of the shape

(1.3) S =
2N∑

n=N

(∑
h∈H

χ(n + h)− 1

) ∑
d|

Q
h(n+h)

λd

2

,

where χ(n) is the characteristic function of the primes or of a related sequence, H is a �nite set of
integers, and the λd are (real-valued) Selberg sieve coe�cients, which have the property that the
squared term is very small if

∏
h(n+h) is divisible by many small primes. If S > 0 asymptotically for

large N and a �xed choice of H, then this argument proves the existence of bounded gaps between
the integers counted by χ(n).
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In this paper we will exploit this adaptability and prove the following rather general theorem:

Theorem 0. Suppose P is an in�nite set of primes of positive density satisfying certain conditions
to be described later. Let ν and r be positive integers with r ≥ 2, and let qn denote the nth Er

number whose prime factors are all in P. Then
lim inf
n→∞

(qn+ν − qn) < C(r, ν,P),

for an e�ectively computable constant C(r, ν,P).

�Theorem 0� is the general statement of our main results, and a precise formulation will be
given as Theorems 2.1, 2.2, and 2.3. The conditions on P are the Bombieri-Vinogradov or (for
r ≥ 3) Siegel-Wal�sz conditions, which require that the primes of P be well-distributed in arithmetic
progressions; these conditions will be de�ned precisely in Section 2. The constant C(r, ν,P) may be
easily computed in particular cases.

We remark that some related results have also been obtained independently by Jimenez-Urroz
[15].

Our work was largely motivated by the case where P has Frobenius density. This means that
there exists a Galois extension K/Q with the property that those primes p ∈ P, up to �nitely many
exceptions, are distinguished as those primes for which the Frob(p) constitute a �xed conjugacy
class or a union of conjugacy classes in Gal(K/Q). The Chebotarev Density Theorem implies such
a set indeed has a positive density in the set of all primes, and a result of Murty and Murty [19] (see
Lemma 3.1) implies that P satis�es our Bombieri-Vinogradov condition.

We can use Theorem 0 to prove several corollaries. The �rst of these, a number �eld analogy of
(1.2), is immediate:

Corollary 1.1. Suppose that K/Q is a Galois extension, and r ≥ 2 is an integer. Then there exist a
constant C(K) and in�nitely many nonconjugate pairs of ideals a and b, each with exactly r distinct
prime factors, whose norms di�er by at most C(K).

Another application is suggested by the work of Ono [22] and Balog and Ono [1] regarding
elliptic curves and non-vanishing of modular L-functions. We start by recalling some notation (see,
e.g., [17, 24] for de�nitions). Given an elliptic curve E/Q, we denote by L(E, s) its Hasse-Weil
L-function, and we de�ne the Mordell-Weil rank rk(E) := rk(E, Q) to be the rank of the (abelian)
group of rational points on E over Q. By Kolyvagin's work [18] on the Birch and Swinnerton-Dyer
conjecture, we have rk(E) = 0 for any E for which L(E, 1) 6= 0.

If E is given by the equation

E : y2 = x3 + ax2 + bx + c

we de�ne, for a fundamental discriminant D, the D-quadratic twist E(D) by the equation

E(D) : Dy2 = x3 + ax2 + bx + c.

It is natural to consider the set of D for which L(E(D), 1)) 6= 0. Goldfeld [10] conjectured that for
an elliptic curve E/Q with conductor N , we have

(1.4)
∑

|D|≤X,
gcd(D,N)=1

ords=1(L(E(D), s)) ∼ 1
2

∑
|D|≤X,

gcd(D,N)=1

1,

where D ranges over all fundamental discriminants D with −X ≤ D ≤ X. The strongest known
result in this direction is due to Ono and Skinner [23], who proved the lower bound

(1.5) #{|D| ≤ X : L(E(D), 1) 6= 0 and gcd(D,N) = 1} � X

log X
.
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Moreover, for elliptic curves E/Q without a Q-rational torsion point of order 2, Ono [22] improved
(1.5) to

(1.6) #{|D| ≤ X : L(E(D), 1) 6= 0 and gcd(D,N) = 1} � X

log1−α X
,

where α is the density of a certain set of primes SE . Although these results are strong, they do not
imply the existence of in�nitely many bounded gaps between such D.

However, Ono's proof of (1.6) gives an explicit description of a set of D satisfying the above
conditions. Speci�cally, there is an integer DE and a set of primes SE with positive Frobenius
density (see Section 3) with the property that for every positive integer j we have

L(E(DEp1p2 . . . p2j), 1) 6= 0

and

rk(E(DEp1p2 . . . p2j), Q) = 0
whenever p1, p2, . . . , p2j ∈ SE are distinct primes not dividing N . Taking j = 1, Theorem 2.1 then
implies the existence of bounded gaps:

Theorem 1.2. Let E/Q be an elliptic curve without a Q-rational torsion point of order 2. Then
there is a constant CE and in�nitely many pairs of square-free integers m and n for which the
following hold:

(i) L(E(m), 1) · L(E(n), 1) 6= 0,
(ii) rk(E(m)) = rk(E(n)) = 0,
(iii) |m− n| < CE .

The constant CE can be explicitly computed, and in Section 6 we give an example of this result
for the elliptic curve X0(11).

Remark. The analog of Theorem 1.2 (i) holds for any even weight modular L-function associated to
a newform with non-trivial mod 2 Galois representation (see Theorem 1 of [22]).

We also consider the work of Balog and Ono [1]. For a large class of elliptic curves E, Balog and
Ono prove lower bounds on the number of quadratic twists E(n) with zero rank, with the additional
property that their Shafarevich-Tate groups contain an element of order ` ∈ {3, 5, 7}. For �good"
curves E, they prove that these properties hold for the quadratic twists E(−Mp1 . . . p2`), whenever
there is a solution to the Diophantine equation

(1.7) Mcp1 . . . p2` = m2` − n2

for certain values M and c, where the primes pi are restricted to a set P satisfying a Siegel-Wal�sz
condition. Balog and Ono then use the �circle method� to prove a lower bound for the number of
solutions of (1.7). It is natural to ask whether a result similar to Theorem 1.2 can be proved in this
situation. Such a result would follow immediately if we could extend the result of Theorem 2.3 to
the situation where we impose the additional condition (1.7). This problem is more di�cult, and it
suggests a potential application of bounding gaps between Er numbers for larger values of r.

Although we do not currently have a proof, we can apply our methods to a related question
concerning divisibility of class groups of quadratic �elds. Balog and Ono's proof in [1] proceeds by
using a result of Soundararajan [25], which shows that for any integer g ≥ 3, the ideal class group
Cl(Q(

√
−d)) contains an element of order g for any d satisfying a condition similar to (1.7). In the

case g = 4, Soundararajan gives a simple classi�cation of such d, and thereby proves that for any
positive square-free d ≡ 1 (mod 8) whose prime factors are all congruent to ±1 (mod 8), the class
group Cl(Q(

√
−d)) contains an element of order 4.
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Theorem 2.1 implies the existence of bounded gaps, and we can easily obtain an explicit bound.
(See Section 2 for the de�nitions of Hypothesis BV and admissible tuples of linear forms.)

Let P be the set of primes ≡ 1 (mod 8), and let P ′ be the set of primes ≡ 7 (mod 8). P and P ′
each satisfy Hypothesis BV ( 1

2 , 8); i.e., they have level of distribution 1/2 and are well-distributed in
arithmetic progressions to moduli coprime to 8. We now choose a k-tuple L = {8n + bj} with each
bj ≡ 1 (mod 8). Then half of the E2 numbers represented by linear forms in L will have both prime
factors either in P or in P ′. (In the notation of Theorem 2.1, we have δϕ(M) = 1/2, and we are
appealing to the remark following Theorem 2.3.)

Applying Theorem 2.1 with δ = 1/8 and M = 8, we may take k = 6. One 8-admissible 6-tuple
with each bj ≡ 1 (mod 8) is {8n + 49, 8n + 65, 8n + 73, 8n + 89, 8n + 97, 8n + 113}. We therefore
obtain the following result concerning ideal class groups of imaginary quadratic �elds.

Corollary 1.3. There are in�nitely many pairs of E2 numbers, say m and n, such that the class
groups Cl(Q(

√
−m)) and Cl(Q(

√
−n)) each contain elements of order 4, with

|m− n| ≤ 64.

There are other applications of these results, and we conclude by brie�y describing an application
to the nonvanishing of Fourier coe�cients of modular forms. By the theory of Deligne and Serre [8],
if f(z) =

∑∞
n=1 a(n)qn ∈ S1(Γ0(N), χ) is a weight 1 newform, then the set of primes p for which

a(p) = 0 has Frobenius density δ with 0 < δ < 1. By the multiplicativity of Fourier coe�cients
of newforms, almost all of the a(n) (as n ranges over all integers) are zero. However, our results
prove the existence of bounded gaps between those n for which a(n) does not vanish. Moreover, for
newforms of higher integer weight, the theory of p-adic Galois representations implies that almost
all of the a(n) vanish modulo p, for any prime p. In this case, we obtain bounded gaps between
those a(n) that do not vanish modulo p.
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2. Preliminaries, Notation, and Precise Statement of Results

In order to properly formulate our main results we need to introduce some hypotheses and nota-
tion.

2.1. Distribution conditions on P. We start by de�ning the Bombieri-Vinogradov (BV (ϑ, M))
and Siegel-Wal�sz conditions that our set of primes P may satisfy. These conditions are analogous
to the Bombieri-Vinogradov and Siegel-Wal�sz theorems on the distribution of primes (see [7]), but
we will require something slightly more than the direct analogues of these theorems.

Assume an in�nite set of primes P is given. We will require that P be well-distributed in arithmetic
progressions modulo m for every m coprime to a �xed modulus M . For any m coprime to M , let
Pm denote the set of primes in P congruent to m modulo M . For each m, assume that Pm has
a (natural) density δ(m) ≥ 0, and for any N and q, and any a coprime to q, de�ne an error term
∆Pm(N ; q, a) by the equation

(2.1) ∆Pm(N ; q, a) :=
∑

N<p≤2N
p≡a (mod q)

p∈Pm

1− 1
ϕ(q)

∑
N<p≤2N

p∈Pm

1.
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We say that P satis�es Hypothesis BV (ϑ, M), or equivalently, has level of distribution ϑ, if for each
m coprime to M , and for any positive ε and A,

(2.2)
∑

q≤Nθ−ε

(q,M)=1

max
a

(a,q)=1

∆Pm(N ; q, a) �ε,A N log−A N.

We say that P satis�es a Siegel-Wal�sz condition for M if for each m we have

(2.3) ∆Pm(N ; q, a) �ε,A N log−A N

uniformly for all q with (q, Ma) = 1. If (2.3) holds, we may readily check that the same bound holds
with the condition p ≤ N substituted for N < p ≤ 2N in (2.1).

We will not need assumptions about products of primes of P. Instead, we will use a result of
Motohashi [20] and Bombieri, Friedlander, and Iwaniec [3] to prove that an appropriate result of
Bombieri-Vinogradov type will hold for a su�ciently large set of almost-primes formed from P.

2.2. Linear forms and admissibility. Following [13], we shall prove our results for k-tuples of
linear forms

(2.4) Li(x) := aix + bi (1 ≤ i ≤ k) ai, bi ∈ Z, ai > 0.

Our results take the shape that for any admissible k-tuple with k su�ciently large, there are in�nitely
many x for which at least two Li(x) simultaneously represent Er numbers with all prime factors in
P.

Our admissibility constraint is as in [13]. Speci�cally we require that for every prime p there
exists xp ∈ Z such that

(2.5) p -
k∏

i=1

(aixp + bi).

Equivalently, {Li(x)} is admissible if there is no x such that the Li(x) represent all congruence
classes modulo p for any prime p.

As we are considering sets of primes P which may fail to be well-distributed modulo M , we must
introduce a further constraint and restrict attention to k-tuples for which the dependence modulo
M can be controlled. We will say that a k-tuple is M -admissible if each aj is �exactly� divisible by M :

De�nition: An admissible k-tuple L = {L1, . . . , Lk} is M -admissible if for each i, M divides
ai and is coprime to ai/M .

We will be primarily interested in the case a1 = · · · = ak = M .
In fact, as we will argue, we may assume without loss of generality that an M -admissible k-

tuple L may be replaced by one satisfying a stronger condition which we label Hypothesis A(M).
This condition is a combination of M -admissibility and the condition Hypothesis A occurring in [13].

Hypothesis A(M): L = {L1, . . . , Lk} is an M -admissible k-tuple of linear forms. The func-
tions Li(n) = ain + bi (1 ≤ i ≤ k) have integer coe�cients with ai > 0. Each of the coe�cients ai

is composed of the same primes, none of which divides any of the bi. If i 6= j, then any prime factor
of aibj − ajbi divides each of the ai.

We may justify the introduction of this hypothesis using the renormalization argument in [13], incor-
porating a variation suggested by S. Graham. We sketch the proof here, highlighting the variation.
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We de�ne a quantity A0 by the expression

(2.6) A0 := A0(L) =
k∏

i=1

ai

∏
1≤i<j≤k

|aibj − ajbi|

and choose a number A which is divisible by the same prime factors as A0, is divisible by M , and such
that M and A/M are coprime. For each prime p|A/M , there is an integer np such that p - PL(np),
where PL(np) is de�ned in (2.8). We use the Chinese Remainder Theorem to choose an integer B
such that B ≡ np (mod p) for all p|A/M , and write

(2.7) L′i(n) := Li((A/M)n + B) = a′in + b′i,

where a′i = aiA/M and b′i = aiB + bi. We then relabel each L′i(n) as Li(n); L will be M -admissible
by our selection of A, and will satisfy Hypothesis A(M).

We also de�ne related quantities

(2.8) PL(n) :=
k∏

i=1

Li(n) = (a1n + b1) · · · (akn + bk),

(2.9) Ωd(L) := {n : 1 ≤ n ≤ d; PL(n) ≡ 0 (mod d)},

(2.10) νd(L) := #Ωd(L),

(2.11) A := lcmi(ai).

By the Chinese Remainder Theorem, νd is multiplicative, and moreover, by our normalization we
have for any prime p

(2.12) νp(L) :=
{

k if p - A,
0 if p |A.

We also associate to L the singular series

(2.13) S(L) :=
∏
p|A

(
1− 1

p

)−k∏
p-A

(
1− k

p

)(
1− 1

p

)−k

which will be positive when L is admissible. In particular, all primes ≤ k will divide A.

Densities of linear forms: Assume that a set of primes P satisfying the Siegel-Wal�sz or
Bombieri-Vinogradov condition for an integer M is given. Also assume that r ≥ 2 is �xed, and that
an M -admissible k-tuple L = {L1(n), . . . , Lk(n)} is given. By Lemma 3.2, the Er numbers formed
from P have a density (in the set of all Er numbers) when restricted to arithmetic progressions
modulo M . This motivates the following de�nition:

De�nition: Assume the notation and hypotheses above. We de�ne the density δj of a linear
form Lj(n) = ajn + bj to be the density of Er numbers with prime factors in P that are congruent
to bj modulo M , as a proportion of all Er numbers. We also de�ne the minimum density δ of L to
be the minimum of the densities of the Lj .

These densities occur naturally in the statements of our results. In particular, each of our main
theorems contains the expression δϕ(M), which gives the density of �good� Er numbers as a pro-
portion of those represented by forms in L.

Construction of k-tuples of linear forms: To prove the existence of bounded gaps we need to
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construct M -admissible k-tuples of linear forms Mn + bi and bound |bj − bi| from above in terms
of k. The density of each linear form will in general depend on the residue class of bi modulo M , so
that we might need to restrict the bi to lie in certain residue classes modulo M .

Here is a simple recipe which can be readily applied to examples: For given k and m, let
b1, b2, . . . , bk denote the k smallest primes larger than k, with restrictions on the residue class(es) of
the bi as needed. Then {Mx + bi} forms an M -admissible k-tuple, which we then may normalize to
satisfy Hypothesis A(M). The constant C(r, ν,P) of Theorem 0 is then given by bk − b1.

It is therefore easy to determine C(r, ν,P) in particular examples, as we do in Section 6. To
compute a general value for C(r, ν,P) we could use quantitative versions of Linnik's theorem (see
Chapter 18 of [14]), but we do not do this here.

2.3. Precise statement of results. We are now prepared to give precise statements of our results.
Our results are separated into three cases, depending on whether r = 2 or r > 2, and if r > 2, which
condition is assumed on P.

Our �rst result is for E2 numbers, and is the natural generalization of Theorem 1 of [13]:

Theorem 2.1. Let P be an in�nite set of primes satisfying Hypothesis BV (ϑ, M) with ϑ ≤ 1/2,
and let Li(x) (1 ≤ i ≤ k) be an M -admissible k-tuple of linear forms with minimum density δ. There
are at least ν +1 forms among them which in�nitely often simultaneously represent E2 numbers with
prime factors in P, provided that

(2.14) k >
4e−γ(1 + o(1))

B
eBν/4δϕ(M).

Here B := 2/ϑ, as in [13].

Remark. The constant implied by o(1) may be made explicit. Based on a careful analysis of Section
8 of [13], we may replace o(1) by

1
3

(
5
k

+
1√
k

)
.

In the case of Er numbers for r ≥ 3, we will prove the following bound subject to Hypothesis
BV (ϑ, M):

Theorem 2.2. Let P be an in�nite set of primes satisfying Hypothesis BV (ϑ, M) with ϑ ≤ 1/2,
and let Li(x) (1 ≤ i ≤ k) be an M -admissible k-tuple of linear forms with minimum density δ. For
any r ≥ 3, there are at least ν +1 forms among them which in�nitely often simultaneously represent
Er numbers with prime factors in P, provided that

(2.15) k > 3 exp
([29Bν(r − 1)!

δϕ(M)
] 1

r−1
)
+2,

where

(2.16) B := max
(

2
ϑ

, r

)
.

For P satisfying the Siegel-Wal�sz condition, we will prove the following bound:

Theorem 2.3. Let P be an in�nite set of primes satisfying a Siegel-Wal�sz condition for an integer
M , and let Li(x) (1 ≤ i ≤ k) be an M -admissible k-tuple of linear forms with minimum density
δ. For any r ≥ 3, there are at least ν + 1 forms among them which in�nitely often simultaneously
represent Er numbers with prime factors in P, provided that

(2.17) k > 3 exp
([29ν(r + 4)(r − 2)!

δϕ(M)
] 1

r−2
)
+2.
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Remark. We obtain similar results for somewhat more general situations. In particular, using an
appropriate generalization of Lemma 3.2, we obtain the same result for Er numbers p1p2 · · · pr, with
pi ∈ Pi for each i. As will be clear from the proof, we may also combine disjoint sets of Er numbers
and add the appropriate densities.

2.4. Setup for the proof. We will prove our results closely following the approach of Goldston,
Graham, Pintz, and Y�ld�r�m [13] by establishing the positivity of a sum

(2.18) S :=
∑

N<n≤2N

(
k∑

i=1

βr,P(Li(n))− ν

) ∑
d|PL(n)

λd

2

,

where the Li(n) are our linear forms, PL(n) is as in (2.8), the λd real numbers are to be described
momentarily, and βr,P is a characteristic function which selects the almost-primes of interest. Let
Er,P denote the set of square-free Er numbers whose prime factors are restricted to P, and let
Er,P(N) denote the set of Er,P numbers whose prime factors are each larger than exp(

√
log N). We

de�ne

(2.19) βr,P(n) :=
{

1 if n ∈ Er,P(N)

0 otherwise.

Later, we will make additional restrictions to the support of βr,P as needed in our analysis. If S is
asymptotically positive for large N , it will follow that in�nitely often ν + 1 of the Li(n) represent
Er,P numbers.

Our choice of the sieve coe�cients λd will be identical to that in [13]. We refer to [13] for an
overview and discussion; we will simply recall the relevant notation and de�nitions here. We remark
that all the arithmetic functions that we will de�ne will only be supported on integers coprime to
A.

For square-free d with (d, A) = 1, we de�ne a multiplicative function f(d) by

(2.20) f(d) :=
d

νd(L)
=

d

τk(d)

where

(2.21) τk(d) :=
∏
p|d

k.

We further de�ne the function f1 := f ∗ µ. In other words,

(2.22) f1(d) :=
∏
p|d

p− k

k
.

To de�ne the Selberg sieve coe�cients, we let P be a polynomial with positive coe�cients to be
determined later (for the proofs of Theorems 2.2 and 2.3 we will take P (x) = 1), and we will de�ne

a polynomial P̃ by

(2.23) P̃ (x) :=
∫ x

0

P (t)dt.

We will �x a level of support R = N1/B for our sieve coe�cients, for a parameter B that will satisfy
B > 4, B ≥ r, and if Hypothesis BV (ϑ, M) is assumed, B > 2/ϑ. Eventually, we will obtain the
bounds in Theorems 2.1 and 2.2 for each such B, and therefore for B = max(4, r, 2/ϑ) as these
theorems claim.
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We de�ne a quantity ys by

(2.24) ys :=

{
µ2(s)S(L)P

(
log R/s
log R

)
if s < R and (s,A) = 1,

0 otherwise.

Then, for square-free d with (d, A) = 1 we de�ne our coe�cients λd by

(2.25) λd := µ(d)f(d)
∑

s

ysd

f1(sd)
.

The sum is over all s for which ysd 6= 0. With this de�nition we have the usual (see, e.g., [6]) Selberg
diagonalization relation

(2.26)
∑
d,e

λdλe

f([d, e])
=
∑

s

y2
s

f1(s)

which will allow us to evaluate S. We remark that with the choice P (x) = 1, the quantity ys is
constant for all s for which it is de�ned, so that the λd are essentially the same as in the usual Selberg
sieve. In various numerical experiments, di�erent choices of P (x) have yielded mild improvements
on our results.

Finally, we introduce functions

(2.27) f∗(d) :=
φ(d)

τk−1(d)
,

(2.28) f∗1 (d) := µ ∗ f∗(d) =
∏
p|d

p− k

k − 1
,

(2.29) y∗s :=
µ2(s)s
φ(s)

∑
m

yms

φ(m)
.

Our proof proceeds from an analysis of the quantity S de�ned in (2.18). We decompose S as

k∑
j=1

S1,j − νS0,

where

(2.30) S1,j :=
∑

N<n≤2N

βr,P(Lj(n))

 ∑
d|PL(n)

λd

2

,

and

(2.31) S0 :=
∑

N<n≤2N

 ∑
d|PL(n)

λd

2

.

The sum S0 is evaluated in [13]. Choosing a level of support R < N1/2−ε for the λd (for any ε),
Theorem 7 of [13] gives the estimate

S0 = (1 + oN (1))
S(L)N logk R

(k − 1)!

∫ 1

0

P (1− x)2xk−1dx.

The sum S1,j is similar to the one evaluated in Theorem 8 of [13], but is somewhat more complicated,
and we will prove a lower bound for it. Before stating this bound we recall our assumptions: r ≥ 2
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is an integer, L = {Li(n)} is an M -admissable k-tuple of linear forms satisfying Hypothesis A(M),
P is a set of primes of positive density satisfying either Hypothesis BV (ϑ, M) or (for r ≥ 3 only) the
Siegel-Wal�sz condition for M , and B is a real number satisfying B > 4, B ≥ r, and if Hypothesis
BV (ϑ, M) is assumed, B > 2/ϑ.

Proposition 2.4. With these assumptions, S1,j satis�es the lower bound

S1,j ≥ (δjϕ(M)− oN (1))
NS(L) logk R

B(k − 2)!

∫ 1

y=0

P̃ (1− y)2yk−2dy

∫
u1

. . .

∫
ur−1

1∏
i ui

dur−1 . . . du1.

The bounds of integration on the ui are

(2.32) 1− y < u1 < u2 < · · · < ur−1;

(2.33) u1 + u2 + · · ·+ ur−2 + 2ur−1 < B.

In the case that Hypothesis BV (ϑ, M) is not assumed, we have the additional bound

ur−1 > 1.

Remark. Theorems 2.2 and 2.3 are established by proving a general lower bound on the integral
occurring in Proposition 2.4. For small r it is possible to numerically evaluate this integral and
improve our results. For example, suppose that P is any subset of the primes of (relative) density 1,
and let qn denote the nth E3 number with all prime factors in P. Then our (numerical) calculations
allow k = 3, so that lim infn→∞(qn+1 − qn) ≤ 6.

We will establish Proposition 2.4 in Section 4, and then give the proofs of Theorems 2.2 and 2.3
in Section 5. The proof of Theorem 2.1 depends on the analysis given in [13], as we describe at the
end of Section 5.

3. Well-distribution of Primes and Almost Primes

Before beginning the proof of Proposition 2.4, we establish a couple of preliminary results con-
cerning well-distribution of primes and almost primes. We recall (as stated in the introduction) that
a set of primes P has Frobenius density if there is a Galois extension K/Q with the property that
those primes p ∈ P, up to �nitely many exceptions, are distinguished as those primes for which the
Frob(p) constitute a �xed conjugacy class or a union of conjugacy classes in Gal(K/Q).

We remark that the case where P is a union of arithmetic progressions modulo M is a special
case of this, with K = Q(ζM ).

Lemma 3.1. If P has Frobenius density, then P satis�es Hypothesis BV (ϑ, M) for some ϑ and M .

In fact, we may take M to be the smallest integer such that K ∩Q(ζM ) is maximal, and

(3.1) ϑ = min
(

2
[K : Q]

,
1
2

)
.

Moreover, see (3.4) for a value of ϑ which may be greater depending on the structure of Gal(K(ζM )/Q).

Proof. By the classical Chebotarev Density Theorem, P will be well-distributed modulo q for any q
for which K ∩Q(ζq) = Q. Choosing M as above, P will then be well-distributed in residue classes
coprime to M .

The Bombieri-Vinogradov condition (2.2) follows from work of Murty and Murty [19]. Murty and
Murty prove that (2.2) holds with P in place of Pm, for any P that has Frobenius density. The level
of distribution ϑ depends on the choice of conjugacy class(es), but satis�es the lower bound (3.1).
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Therefore, we must prove that each Pm has Frobenius density. To see this, let C denote the

conjugacy class(es) de�ning P in Gal(K/Q), and let
[Q(ζM )/Q

m

]
∈ Gal(Q(ζM )/Q) denote the Artin

symbol of any prime ≡ m (mod q), which will not depend on the prime chosen. There is an injection

(3.2) ι : Gal(K(ζM )/Q) → Gal(K/Q)×Gal(Q(ζM )/Q)

which satis�es the relation

(3.3) ι

([
K(ζM )/Q

p

])
=
([

K/Q
p

]
,

[
Q(ζM )/Q

p

])
.

Letting C ′ denote the (possibly empty) conjugacy class of Gal(K(ζM )/Q) de�ned by C ′ = ι−1
(
C ×[Q(ζM )/Q

m

])
we see that a prime p will satisfy

[K/Q
p

]
∈ C and p ≡ m (mod q) exactly when[K(ζM )/Q

p

]
∈ C ′. Therefore Pm has Frobenius density as desired.

When C ′ is empty, the conclusion (2.2) is vacuous. When C ′ is nonempty, the bound (3.1) follows
from the criterion given in Section 7.2 of [19]. We have more precisely

(3.4) ϑ =
1

max(2, i− 2)
,

where i is the index in Gal(K(ζM )/Q) of the largest abelian subgroup H whose intersection with
C ′ is nontrivial. As Gal(Q(ζM )/Q) is abelian, we check that i ≤ 1

2 [K : Q] (if K 6= Q), and so (3.1)
follows for any nonempty C ′. �

Our next result is a version of Hypothesis BV (ϑ, M) for almost-primes in [N, 2N ] formed from
P. The result follows readily from work of Bombieri, Friedlander, and Iwaniec ([3], Theorem 0;
see also [2]), and gives a level of distribution ϑ = 1/2 with only the assumption that P satis�es a
Siegel-Wal�sz condition.

Lemma 3.2. Suppose that P satis�es the Siegel-Wal�sz condition (2.3) for an integer M . For any
r ≥ 2, any N , any x ≥ exp((log N)1/4), and any residue class m modulo M , let P(x) denote the
subset of P consisting of primes ≥ x, and let βr,Pm(x) denote the characteristic function of the Er

numbers congruent to m modulo M , with prime factors in P(x). Then βr,Pm(x) has level of distri-
bution 1/2 in the following sense:

With the notation

(3.5) ∆r,Pm(x)(N ; q, a) :=
∑

N<n≤2N
n≡a (mod q)

βr,Pm(x)(n)− 1
ϕ(q)

∑
N<n≤2N

βr,Pm(x)(n),

we have for any A and some B = B(A) > 0 the inequality

(3.6)
∑

q≤N1/2 log−B N
(q,M)=1

max
a

(a,q)=1

|∆r,Pm(x)(N ; q, a)| �A N log−A N,

uniformly in x.

Proof. This is a variant of a result of Motohashi [20]. We will appeal to the aforementioned Bombieri-
Friedlander-Iwaniec result, following the exposition in ([2], Theorem 22). We will prove our result
for integers of the form n = p1 . . . pr, where for each i, pi ≡ mi (mod M) for �xed residue classes
mi modulo M , and pi ≥ x. The result then follows by summing over all possibilities for the mi.

For simplicity, let αr denote the characteristic function of such integers, suppressing the depen-
dence on N and the mi. Similarly, let αr−1 denote the characteristic function of Er−1 numbers
n = p1 . . . pr−1 with the same restrictions.
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To apply the Bombieri-Friedlander-Iwaniec result, we will approximate αr by a sum h of convo-
lutions f ∗ g, where f and g will be supported in [X, 2X] and [Y, 2Y ] respectively, for some X, Y
with XY = N and X, Y ≥ x, and g will satisfy a Siegel-Wal�sz condition. Estimate (3.6) will then
follow for h, which we will show is su�ciently close to αr to establish (3.6) for αr as well.

Fixing ε > 0, we split the interval [x, 2N/x] into � log N
ε intervals of the type [t, (1 + ε)t). For a

given t, let f denote the restriction of αr−1 to [t, (1 + ε)t), and let g denote the restriction of β1,Pmi

to [N/t, 2N
(1+ε)t) ]. We then let h denote the sum over all t of f ∗g. The Siegel-Wal�sz condition applies

to β1,Pmi
and therefore to its restriction g, and so by Bombieri-Friedlander-Iwaniec, (3.6) holds for

each f ∗ g. Summing over t, we obtain (3.6) for h with a total error

(3.7) � (1/ε)N log−A+1 N.

Let c equal the number of mi (i ≤ r) for which mi = mr, so that c counts the number of times
that an integer n counted by αr will be counted by some f ∗ g. We claim that (1/c)h closely
approximates the restriction of αr to [N, 2N ]. Both functions are supported in [N, 2N ] and identical
on [N(1+ ε), 2N( 1

1+ε )]. The di�erence on the intervals [N,N(1+ ε)) and (2N( 1
1+ε ), 2N ] contributes

� εN
ϕ(q) to each ∆r,Pm(x)(N ; q, a); summing over q (and over the mi) the total contribution to the

error in (3.6) is

(3.8) � εN
∑

q≤N1/2 log−B N

1
ϕ(q)

� εN log N.

Choosing ε ∼ log−A/2 N (depending also on x, so that log(2N/x2)/ log(1 + ε) is an integer), the

errors in (3.7) and (3.8) are both � N log−(A/2)+1 N for any A, and this completes the proof.
We remark that the result in [2] is stated for M = 1 and an ordinary Siegel-Wal�sz condition.

However, an examination of the proof in [2] reveals that this result remains valid as long as we
introduce the restriction (q, M) = 1 in the sum in (3.6). �

4. Proof of Proposition 2.4

The proof of Proposition 2.4 will consist of a careful analysis of the quantity S1,j . We recall that
S1,j is de�ned by the formula

S1,j =
∑

N<n≤2N

βr,P(Lj(n))

 ∑
d|PL(n)

λd

2

.

Switching the order of summation, we have

(4.1) S1,j =
∑
d,e

λdλe

∑
N<n≤2N
[d,e]|PL(n)

βr,P(Lj(n)).

We now decompose the inner sum over Er numbers according to how many prime factors of Lj(n)
divide [d, e]. Write

(4.2) S1,j = Tr + Tr−1 + · · ·+ T0,

where Th is the sum over those Er's with h factors not dividing [d, e].
To get a handle on these sums, we introduce a restriction on the support of βr,P . If P is known

to have a level of distribution ϑ, we restrict to those Er numbers whose largest prime factor is larger
than the level of support R. If only the Siegel-Wal�sz condition is known for P, we restrict further
to those Er numbers whose largest two prime factors are larger than R.
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With this restriction, the quantities T0 and possibly T1 will be absent from (4.2). We have the
formula

(4.3) Th =
∑
d,e

λdλe

∑′

p1<···<pr−h

pi|[d,e]

∑
N<n≤2N

(
Q

pi)|Lj(n);
[d,e]Q

pi
|PL(n)

Lj(n)

βr,P(Lj(n)).

The dash on the second sum indicates that all primes must be in P. In the case h = r, the second
sum is omitted with

∏
pi understood to be 1.

As products over primes will occur frequently in our analysis we introduce the notation q :=
∏

i pi,
where the range of i should be clear from the context.

The condition [d,e]
q |PL(n)

Lj(n) depends only on the residue class of n modulo [d, e]/q. For any square-

free x coprime to A, let Ω∗(x) denote the set of residue classes modulo x for which x|PL(n)
Lj(n) , and

write ν∗(x) := |Ω∗(x)|. We claim that

(4.4) ν∗(x) = τk−1(x).

To see this, we �rst observe that by the Chinese Remainder Theorem, ν∗ is multiplicative. If x is
prime, then we will have x|PL(n)/Lj(n) whenever x|Pi(n) for any i 6= j. By Hypothesis A(M),
this happens for one residue class modulo x for each i, and moreover, these residue classes are all
distinct. Accordingly, for x prime we have ν∗(x) = k − 1, and (4.4) follows.

We rewrite (4.3) as

(4.5) Th =
∑
d,e

λdλe

∑′

p1<···<pr−h

pi|[d,e]

∑
a∈Ω∗([d,e]/q)

∑
N<n≤2N

q|Lj(n); n≡a (mod [d,e]/q)

βr,P(Lj(n)).

Write n′ = Lj(n) = ajn + bj , so that ajN + bj < n′ ≤ 2ajN + bj , with congruence conditions
on n′ modulo [d, e]/q and aj . By our choice of sieve coe�cients, [d, e]/q and aj will be coprime.
Moreover, we may write aj = M · (aj/M), where M and aj/M are coprime by Hypothesis A(M).
We thus obtain independent congruence conditions modulo [d, e]/q, M , and aj/M . We introduce
the notation

(4.6) u :=
[d, e]aj

qM
,

and we use the Chinese Remainder Theorem to combine the congruence conditions modulo [d, e]/q
and aj/M into a single condition modulo u. We thus sum over the n′ such that n′ ≡ bj (mod M),
and such that n′ satis�es one of the congruences modulo u determined by Ω∗([d, e]/q). We will
denote the appropriate moduli by Ω∗1([d, e]/q), and we observe that |Ω∗1([d, e]/q)| = |Ω∗([d, e]/q)|.
Accordingly, we rewrite the above sum as

(4.7) Th =
∑
d,e

λdλe

∑′

p1<···<pr−h

pi|[d,e]

∑
a∈Ω∗1([d,e]/q)

∑
ajN+bj<n′≤2ajN+bj

q|n′; n′≡a (mod u)
n′≡bj (mod M)

βr,P(n′).

As q is coprime to both u and M , we write q̄u and q̄M for the multiplicative inverses of q modulo u
and M respectively. Writing t for n′/q, we rewrite the above as

(4.8) Th =
∑
d,e

λdλe

∑′

p1<···<pr−h

pi|[d,e]

∑
a∈Ω∗1([d,e]/q)

∑
(ajN+bj)/q<t≤(2ajN+bj)/q

t≡aq̄u (mod u)
t≡bj q̄M (mod M)

βh,P(t).
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This sum is now in a form for which our Bombieri-Vinogradov conditions can be applied. We recall
that we have restricted to almost primes whose prime factors are all greater than exp(

√
log N), so

that we may use Lemma 3.2 and (when it applies) Hypothesis BV (ϑ, M). We write

(4.9)
∑

(ajN+bj)/q<t≤(2ajN+bj)/q
t≡aq̄u (mod u)

t≡bj q̄M (mod M)

βh,P(t) =
1

ϕ(u)

∑
ajN/q<t≤2ajN/q
t≡bj q̄M (mod M)

βh,P(t)+∆h

(
ajN

q
;u, aq̄u

)
+Obj (1).

We denote as usual

(4.10) ∆h(X, u) = max
a

∆h(X;u, a)

and write

Th = Mh + Eh,

where the main term Mh is given by

(4.11) Mh =
∑
d,e

λdλe

∑′

p1,...,pr−h|[d,e]

τk−1([d, e]/q)
ϕ(u)

∑
ajN/q<t≤2ajN/q
t≡bj q̄M (mod M)

βh,P(t),

and the error Eh satis�es

(4.12) |Eh| ≤
∑
d,e

λdλe

∑′

p1,...,pr−h|[d,e]

τk−1([d, e]/q)(∆h(ajN/q, u) + O(1)).

We start o� by showing that the error is within acceptable limits. In particular, we prove the
following lemma:

Lemma 4.1. If Eh is de�ned as in (4.12), we have for any U

Eh �U N log−U N.

The implied constant is allowed to depend on all parameters other than N . It follows from this
lemma that the error from each of the Eh may be absorbed into the N · oN (1) term of Proposition
2.4.

Proof. In (4.3) of [13] it is proved that

λd � logk R ≤ logk N.

We write v = [d, e], and for any �xed v there are at most 3ω(v) choices of d and e so that v = [d, e].
Therefore, we have

|Eh| � log2k N
∑

v<R2

∑′

p1,...,pr−h|v

3ω(v)τk−1

(v

q

)(
∆h

(
ajN

q
,
ajv

qM

)
+ O(1)

)

≤ log2k N
∑′

p1<···<pr−h<R

∑
v<R2

p1···pr−h|v

(3k − 3)ω(v)

(
∆h

(
ajN

q
,
ajv

qM

)
+ O(1)

)
.

Again writing u = aj [d, e]/qM , we thus obtain

|Eh| � log2k N
∑′

p1<···<pr−h<R

∑
u<ajR2/qM

(3k − 3)ω(u)

(
∆h

(
ajN

q
, u

)
+ O(1)

)
.

(Here we have allowed our implied constant to depend on k and r, so that (3k − 3)ω(v)−ω(u) � 1.)
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We now use Lemma 3.2 as well as (when appropriate) Hypothesis BV (ϑ, M) to estimate the
inner sum. To justify the use of Lemma 3.2 we observe �rst that for large N , (ajR

2/qM) <

(ajN/q)2/(B+B0), where B0 < B is our lower bound on B (e.g., B0 = 2/ϑ if BV (ϑ, M) is assumed,
and B0 = 4 otherwise). We also recall that we are estimating almost primes with prime factors
> exp(

√
log N), and Lemma 3.2 allows this uniformly as a cuto� for all choices of q.

Therefore, Lemma 3.2 together with Cauchy's inequality, implies (see, e.g., Lemma 2 of [12]) that
for any U we have ∑

u<ajR2/qM

(3k − 3)ω(u)∆h(ajN/q, u) �U (ajN/q) log−U (ajN/q).

Moreover, the contribution of the O(1) term is trivial (see Lemma 1 of [12]). Therefore,

(4.13) Eh � log2k N
∑′

p1,...,pr−h

N/q log−U (ajN/q).

We now make the simple estimates

log(ajN/q) ≥ log R =
1
B

log N � log N

and (recalling that q stands for
∏r−h

i=1 pi),∑′

p1,...,pr−h

1/q ≤
( R∑
n=2

1
n

)r−h ≤ logr−h R ≤ logr−h N,

so that putting these estimates together gives

Eh � N(log N)2k+r−h−U .

This completes the proof. �

Having dealt with the error for each h separately, we combine the main terms

Mh =
∑
d,e

λdλe

∑′

p1,...,pr−h|[d,e]

τk−1([d, e]/q)
ϕ(u)

∑
ajN/q<t≤2ajN/q
t≡bj q̄M (mod M)

βh,P(t),

and we use the fact that

ϕ(u) = ϕ(aj [d, e]/qM) =
ϕ(aj [d, e]/q)

ϕ(M)
to write

(4.14) S1,j ∼ T :=
∑

h

Mh =
∑
d,e

λdλe

∑′

p1<···<pr−1

τk−1([d, e, q]/q)
ϕ(aj [d, e, q]/q)

ϕ(M)
∑

ajN/q<n≤2ajN/q
n≡bj q̄M (mod M)

β1,P(n).

The sum over the pi is over those primes in P such that p1 < · · · < pr−1 < n, with the restriction
p1 ≥ exp(

√
log N) as before. We have n > R, which will be automatic because B ≥ r and therefore

R ≤ N1/r. For convenience, we make the restriction N/q > pr−1, excluding Er numbers whose
largest two prime factors are nearly equal. With this restriction, the only condition on n will be the
range written in the inner sum of (4.14).

We remark that in case only the Siegel-Wal�sz condition is assumed we also have pr−1 > R, and
so in fact pr−1 will never divide [d, e]. Although this will be re�ected in the bounds of integration
in Proposition 2.4, there is no need to re�ect this explicitly in the notation.

At this point, we need to break up the contribution to S1,j and T by residue classes modulo
M . In particular, for i = 1, . . . , r, choose residue classes mi modulo M , and let m = {m1, . . . ,mr}
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denote the set of residue classes chosen. Let Tm denote the contribution to T of those Er numbers
with pi ∈ Pmi for each i. Proposition 2.4 will then follow by summing over m.

For �xed m, we change the order of summation to write

Tm =
ϕ(M)
ϕ(aj)

∑′

p1<···<pr−1

( ∑
ajN/q<n≤2ajN/q

β1,Pmr
(n)
)∑

d,e

λdλeτk−1([d, e, q]/q)
ϕ([d, e, q]/q)

.

The sum over d and e is evaluated in Lemma 6 of [13]:

(4.15)
∑
d,e

λdλeτk−1([d, e, q]/q)
ϕ([d, e, q]/q)

=
∑

a
(a,q)=1

µ2(a)
f∗1 (a)

(∑
s|q

µ(s)y∗as

)2

.

(Recall that the expressions f∗1 (a) and y∗as were de�ned in (2.28) and (2.29), respectively.) We have
thus written M as a sum of nonnegative terms.

Accordingly, we may now use the density of Pmr
and the Prime Number Theorem to incorporate

the estimate ∑
ajN/q<n≤2ajN/q

β1,Pmr
(n) ≥ (1− ε)δr

ajN/q

log(ajN/q)

uniformly in q < N1−1/r, for any ε, provided N is su�ciently large. Here δr is the (possibly zero)
density of Pmr . The contribution from ε will be absorbed into the oN (1) term of Proposition 2.4, so
we may disregard it and evaluate

(4.16) T ′ := δrϕ(M)
aj

φ(aj)

∑′

p1<···<pr−1

N/q

log(ajN/q)

∑
a

(a,q)=1

µ2(a)
f∗1 (a)

(∑
s|q

µ(s)y∗as

)2

.

We make a couple of further simpli�cations. In the �rst place, by Hypothesis A(M), aj and A
have the same prime divisors, so that aj/ϕ(aj) = A/ϕ(A). Furthermore, we have, for any ε > 0,

log(ajN/q) ≤ (1 + ε) log(N/q)

uniformly in q for su�ciently large N , so that we may replace log(ajN/q) by log(N/q) in (4.16) and
again absorb the error into the oN (1) term in Proposition 2.4.

In conclusion, we have T ′ ≥ (1− oN (1))T ′′, where the main term T ′′ is de�ned by

(4.17) T ′′ := δrϕ(M)
A

ϕ(A)

∑′

p1<···<pr−1

N/q

log(N/q)

∑
a

(a,q)=1

µ2(a)
f∗1 (a)

(∑
s|q

µ(s)y∗as

)2

.

We will thus prove a general lower bound for T ′′. It is, of course, possible to derive an asymptotic
formula (in terms of a sum of integrals) for any �xed value of r. Unfortunately, the resulting integrals
are too unwieldy to e�ectively evaluate in Section 5. We did, however, numerically evaluate the
resulting integrals in several special cases. In particular, we determined that our lower bound for
T ′′ is reasonably sharp. (The bounds in Section 5 are less so.)

We begin by restricting the sum over a to the range a > R/p1. As y∗as = 0 whenever as > R, we
will only get a contribution to the innermost sum for s = 1. We have

(4.18) T ′′ ≥ T (3) := δrϕ(M)
A

ϕ(A)

∑′

p1<···<pr−1

N/q

log(N/q)

∑
a>R/p1
(a,q)=1

µ2(a)
f∗1 (a)

(y∗a)2.

We will use several estimates from [13] to evaluate T (3). The �rst of these is a combination of Lemma
7 and (7.1) from [13].
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Lemma 4.2. We have the estimate

(4.19) y∗a =
ϕ(A)

A
S(L)(log R)P̃

(
log R/a

log R

)
+ O(log log R).

The next estimate is a variation of Lemma 8 of [13].

Lemma 4.3. We have the estimate

(4.20)
∑
a<t

(a,q)=1

µ2(a)
f∗1 (a)

= C(q)
A

ϕ(A)
1

(k − 1)!S(L)
logk−1 t + O(logk−2 t),

for a constant C(q) satisfying

(4.21) C(q) = 1− oN (1).

For su�ciently large N , the constant implied by O(logk−2 t) may be chosen uniformly in q.

Proof. In Lemma 8 of [13] it is proved that

(4.22)
∑
a<t

µ2(a)
f∗1 (a)

=
A

ϕ(A)
1

(k − 1)!S(L)
logk−1 t + O(logk−2 t).

Introducing the condition (a, q) = 1 on the left is equivalent to replacing A with qA, which has the
e�ect of multiplying the main term by a factor of

C(q) :=
∏
p|q

(
1− k − 1

p− 1

)
.

The claim (4.21) follows because all r − 1 prime factors of q are larger than exp(
√

log N).
To justify that the O(logk−2 t) term may be chosen uniformly in q (and N), we observe that the

implied constant in (4.22) depends on constants L,A1, A2, κ occurring in Lemma 3 of [13]. Checking
the de�nitions of these constants, they may easily be chosen uniformly for su�ciently large N . �

We now begin our evaluation of T (3). By Lemma 4.2, we have

(y∗a)2 =
(

ϕ(A)
A

S(L)(log R)P̃
(

log R/a

log R

))2

+ O(log R log log R).

We thus write

(4.23) T (3) = T (4) + O(E(4)),

where

(4.24) T (4) := δrϕ(M)
ϕ(A)

A
S(L)2 log2 R

∑′

p1<···<pr−1

N/q

log(N/q)

∑
a>R/p1
(a,q)=1

µ2(a)
f∗1 (a)

P̃ 2

(
log R/a

log R

)

and

(4.25) E(4) := log R log log R
∑′

p1<···<pr−1

N/q

log(N/q)

∑
a>R/p1
(a,q)=1

µ2(a)
f∗1 (a)

.

We analyze the error term E(4) �rst. Recalling that log(N/q) ≥ log R, we use Lemma 4.3 to write

E(4) � N logk−1 R log log R

( ∑′

p1<···<pr−1

1∏
i pi

)
.
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We use Mertens' estimate
∑

p≤x 1/p � log log x to write

(4.26)
∑′

p1<···<pr−1

1∏
i pi

≤
(∑

p<N

1
p

)r−1

� (log log N)r−1 � (log log R)r−1

so that

E(4) � N logk−1 R(log log R)r

which is negligible compared to the main term of Proposition 2.4.
To tackle T (4), we write the inner sum as a Stieltjes integral

(4.27)
∑

a>R/p1
(a,q)=1

µ2(a)
f∗1 (a)

P̃ 2

(
log R/a

log R

)
=
∫ R

R/p1

P̃ 2
( log R/t

log R

)
d

 ∑
a<t

(a,q)=1

µ2(a)
f∗1 (a)

 .

We de�ne an error term E(t) by∑
a<t

(a,q)=1

µ2(a)
f∗1 (a)

= C(q)
A

ϕ(A)
1

(k − 1)!S(L)
logk−1 t + E(t),

where E(t) � logk−2 R by Lemma 4.3. The contribution of E(t) to (4.27) is

(4.28)

∫ R

R/p1

P̃ 2

(
log R/t

log R

)
dE(t) =

[
E(t)P̃ 2

(
log R/t

log R

)]R

R/p1

−
∫ R

R/p1

E(t)
d

dt

(
P̃ 2

(
log R/t

log R

))
dt.

As E(t) � logk−2 R, the �rst term above is � logk−2 R as well, and as P̃ is monotone the second is

� logk−2 R

∫ R

R/p1

d

dt

(
P̃ 2

(
log R/t

log R

))
dt � logk−2 R.

Therefore, the expression in (4.27) is

(1− oN (1))
A

ϕ(A)
1

(k − 1)!S(L)

∫ R

R/p1

P̃ 2

(
log R/t

log R

)
d(logk−1 t) + O(logk−2 R).

Thus,
(4.29)

T (4) ≥ (δrϕ(M)−oN (1))
S(L) log2 R

(k − 1)!

∑′

p1<···<pr−1

N/q

log(N/q)

(∫ R

R/p1

P̃ 2

(
log R/x

log R

)
d(logk−1 x)+O(logk−2 R)

)
.

The O-term will contribute

� logk R
∑′

p1<···<pr−1

N/q

log(N/q)

which, by the same argument given in (4.26), is O(N logk−1 R(log log R)r−1) and therefore negligible.
We will introduce the notation

(4.30) I(t) :=
∫ R

R/t

P̃ 2

(
log R/x

log R

)
d(logk−1 x),

and rewrite the main term of T (4) (without the constants) as

(4.31) I1 :=
∫

t1

. . .

∫
tr−1

N/q

log(N/q)
I(t1)d(π′1(tr−1)) . . . d(π′r−1(t1)),
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where π′i(x) refers to the number of primes in Pmi less than x, and q now corresponds to the
product of the ti. The bounds of integration in the integrals over ti correspond to the restrictions
made earlier; we have ti+1 > ti for each i and t1t2 . . . tr−2t

2
r−1 < N . We will continue to suppress

these from the notation for the time being.
Using the approximation π′i(t) ∼ δi

t
log t , where δi is the (relative) density of Pmi , we would like

to substitute δidti/ log ti for each dπ′i(ti). The content of the next proposition is that we may make
this substitution at only a mild cost.

Proposition 4.4. Let ε > 0 be �xed, and let I1 be de�ned as in (4.31). Then we have

(4.32) I1 ≥ (δ1 . . . δr−1 − ε)I ′1,

where

(4.33) I ′1 :=
∫

t1

. . .

∫
tr−1

N/q

log(N/q)
I(t1)d(li tr−1) . . . d(li t1).

The bounds of integration on I ′1 are the same as those on I1, with the additional condition that
ti+1 > (1 + ε)ti for each i with 1 ≤ i ≤ r − 2.

With Proposition 4.4, we will have proved a lower bound for S1,j in the form of an integral of a
smooth function; a change of variables will lead quite directly to the integral given in Proposition
2.4.

We begin the proof of Proposition 4.4 with two lemmas.

Lemma 4.5. Let g be a positive, nonincreasing, and di�erentiable function. Then, with the notation
above, we have for any A and B

(4.34)

∫ B

t=A

g(t)dπ′i(t) ≥ (δi − ε)
∫ B

t=A(1+ε)

g(t)d(li t)

for any ε > 0 satisfying

(4.35) π′i(t)− π′i(A) ≥ (δi − ε)(li t− li A)

for all t ∈ [A(1 + ε), B].

We remind the reader that the notation π′i(t) is used to restrict to the set of primes Pmi
, and in

particular does not denote a derivative.

Proof. The left side of (4.34) is

(4.36)

∫ B

t=A

g(t)d
(
π′i(t)− π′i(A)

)
=
[
g(t)

(
π′i(t)− π′i(A)

)]B

A

−
∫ B

A

(
π′i(t)− π′i(A)

)dg

dt
dt.

Certainly if (4.35) holds, then we also have the weaker bound

π′i(t)− π′i(A) ≥ (δi − ε)
(
li t− li(A(1 + ε))

)
.

As dg
dt ≤ 0, we conclude that (4.36) is

≥ g(B)(δi − ε)
(
li(B)− li(A(1 + ε))

)
−
∫ B

A(1+ε)

(δi − ε)
(
li(t)− li(A(1 + ε))

)dg

dt
dt.

Undoing the integration by parts, the above is

(δi − ε)
∫ B

A(1+ε)

g(t)d
(
li t− li(A(1 + ε))

)
= (δi − ε)

∫ B

A(1+ε)

g(t)d(li t).

�
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Our next lemma shows that the condition (4.35) indeed holds in the case of interest.

Lemma 4.6. Suppose ε > 0 is given. Then for su�ciently large A and arbitrary B > (1 + ε)A, the
condition

π′i(t)− π′i(A) ≥ (δi − ε)(li t− li A)

of Lemma 4.5 holds whenever t ∈ [A(1 + ε), B].

Proof. This is readily implied by the Siegel-Wal�sz Condition, which states that for any U that

π′i(t)− π′i(A) ≥ δi(li t− li A)−O(t log−U t)−O(A log−U A).

We may combine the error terms to write

π′i(t)− π′i(A) ≥ δi(li t− li A)− C1t log−U t

for some C1 depending on U and A (but not t). Our claim then follows from the chain of inequalities

C1t log−U t ≤ ε2

3
li t ≤ ε(li t− li A).

The �rst inequality is obvious, and the second is true if li A ≤ (1 − ε
3 )li(A(1 + ε)). This relation

follows in turn from the asymptotic li x ∼ x
log x . �

Proof of Proposition 4.4. To begin, we apply Lemma 4.5 to the variables tr−1 through t2 in order.
The inner integrals de�ne a positive, decreasing function of ti for each i ≥ 2, and after δi+1li ti+1 has
been substituted for π′i+1(ti+1), the ti integrand will be di�erentiable in ti as well. We thus obtain
the formula

(4.37) I1 ≥ (δ2 · · · δr−2 − ε)
∫

t1

I(t1)
∫

t2

. . .

∫
tr−1

N/q

log(N/q)
d(li tr−1) · · · d(li t2)d(π′1(t1))

where in the limits of integration, we have ti+1 ≥ (1 + ε)ti for each i with 1 ≤ i ≤ r − 2.
To analyze the (more complicated) dependence on t1, we choose an arbitrary small ε1 > 0, and

rewrite the above as
(4.38)

I1 ≥ (δ2 . . . δr−2 − ε)
∫

t1

1
t1−ε1
1

I(t1)
[∫

t2

. . .

∫
tr−1

1
tε11

N/(
∏r−1

i=2 ti)

log(N/(
∏r−1

i=1 ti))
d(li tr−1) . . . d(li t2)

]
d(π′1(t1)).

We wish to prove that for su�ciently large N , the integrand de�nes a decreasing function of t1.
The quantity in square brackets is, because tε11 log(N/(

∏r−1
i=1 ti)) is an increasing function of t1 and

because the bounds of integration shrink as t1 grows. It therefore su�ces to prove that

(4.39)
1

t1−ε1
1

I(t1) =
1

t1−ε1
1

∫ R

R/t1

P̃ 2
( log R/x

log R

)
d(logk−1 x)

is also a decreasing function of t1, for t1 > exp(
√

log N). To prove this, we make the change of
variables u = log t1/ log R, y = log x/ log R to rewrite (4.39) as

(k − 1)(logk−1 R)e−(1−ε1)u log R

∫ 1

1−u

P̃ 2(1− y)yk−2dy.

The derivative with respect to u is

(4.40) (k−1)(logk−1 R)e−(1−ε1)u log R

[
P̃ 2(u)(1−u)k−2+

(∫ 1

1−u

P̃ 2(1−y)yk−2dy

)
(−(1−ε1) log R)

]
.
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We wish to prove that when N (and thus R) are su�ciently large, this will be negative for those u
allowed by the condition t1 > exp(

√
log N). With this condition, u will satisfy

u >

√
log N

log R
> (log N)−1/2.

Recalling that log N � log R, (4.40) will be negative if

(4.41) (log N)
∫ 1

1−u

P̃ 2(1− y)yk−2dy � P̃ 2(u)(1− u)k−2.

We break the proof of this into two cases. Let α be the real solution to (1 − α)k−2 = 1
2 with

0 < α < 1. When u ≥ α, (4.41) follows from the fact that∫ 1

1−α

P̃ 2(1− y)yk−2dy � P̃ 2(u)(1− u)k−2

uniformly for all u; this last inequality follows as the right side is bounded and the left side is �xed.
When u < α, it is enough to show that

(4.42) (log N)
∫ 1

1−u

P̃ 2(1− y)dy � P̃ 2(u).

We prove this when P̃ 2(x) = xc for a positive integer c, and then the result for general P̃ follows by
linearity. The quantity on the left is

(4.43) (log N)
∫ u

0

ycdy =
uc

c + 1
· (u log N) � uc(log N)1/2 � uc,

which proves (4.42) and therefore the fact that the integrand in (4.38) is decreasing. Accordingly,
Lemma 4.5 applies, and Proposition 4.4 follows. �

In summary, we have proved the inequality

(4.44) Tm ≥ (δ1 · · · δrϕ(M)− oN (1))
NS(L) log2 R

(k − 1)!
×∫

t1

. . .

∫
tr−1

1∏
(ti log ti) log(N/

∏
ti)

(∫ R

R/t1

P̃ 2
( log R/x

log R

)
d(logk−1 x)

)
dtr−1 . . . dt1.

We have slightly shrunk the bounds of integration to introduce the condition ti+1 > (1+ ε)ti, where
ε > 0 is a constant that may be chosen arbitrarily small for su�ciently large N . The constant
implied by oN (1) depends on this ε; we shall control this dependence by choosing ε = ε(N) so that
ε approaches 0 as N grows.

We obtain a similar inequality for S1,j by summing over all m. We write

(4.45) δj :=
∑
m

δ1 · · · δr.

The sum is over all m = {m1, . . . ,mr} for which m1 · · ·mr ≡ bj (mod m). Then δj is simply the
density of Er,P numbers congruent to bj modulo m as a proportion of all Er numbers, as de�ned
earlier. We make the change of variables ui = log ti/ log R (for each i) and y = log x/ log R to obtain

(4.46) S1,j ≥ (δjϕ(M)− oN (1))
NS(L) logk R

(k − 2)!
×∫

u1

. . .

∫
ur−1

1
(B −

∑
i ui)

∏
i ui

(∫ 1

y=1−u1

P̃ (1− y)2yk−2dy
)
dur−1 . . . du1.
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For convenience, we introduce the further simpli�cation

1
B −

∑
i ui

≥ 1
B

,

and we switch the order of integration to write

S1,j ≥ (δjϕ(M)− oN (1))
NS(L) logk R

B(k − 2)!

∫ 1

y=0

P̃ (1− y)2yk−2dy

∫
u1

. . .

∫
ur−1

1∏
i ui

dur−1 . . . du1.

The bounds of integration are

u1 > 1− y,

(4.47) u1 >

√
log N

log R
,

(4.48) ui+1 > ui + log(1 + ε) (1 ≤ i ≤ r − 2),

u1 + · · ·+ ur−2 + 2ur−1 < B.

In case Hypothesis BV (ϑ, M) is not assumed, the condition pr−1 > R imposes the bound

(4.49) ur−1 > 1.

The integrand is nonnegative, so we may pass to the limit as N → ∞ and ε → 0, so that (4.47) is
super�uous and in place of (4.48) we have ui+1 > ui. This is the claim of Proposition 2.4.

5. Proofs of Theorems 2.2 and 2.3

The proofs of Theorem 2.2 and 2.3 will proceed by establishing lower bounds for the integral in
Proposition 2.4,

(5.1) I±(r, k, P, B) :=
∫ 1

y=0

P̃ (1− y)2yk−2dy

∫
u1

. . .

∫
ur−1

1∏
i ui

dur−1 . . . du1.

We let I− denote the integral with the restriction that ur−1 > 1, and we let I+ denote the same
integral without this restriction.

These integrals seem somewhat di�cult to estimate closely, so we shall content ourselves with
somewhat simple estimates.

We begin with the following identity:

Lemma 5.1. For r ≥ 2 and 0 < t < 1, we have∫ 1

u1=t

. . .

∫ 1

ur−1=ur−2

1∏
i ui

dur−1 . . . du1 =
(− log t)r−1

(r − 1)!
.

Proof. This follows easily by induction on r. �

As the integrand of I±(r, k, P, B) is positive, we may derive a lower bound by restricting the
range of integration. We consider the bounds

(5.2)

∫ 1

u1=t

. . .

∫ 1

ur−2=ur−3

∫ 1

ur−1=ur−2

1∏
i ui

dur−1 . . . du1

for I+, and

(5.3)

∫ 1

u1=t

. . .

∫ 1

ur−2=ur−3

∫ 3

ur−1=1

1∏
i ui

dur−1 . . . du1
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for I−. Considering the bound (2.33), these will be a subset of our original bounds of integration if
B ≥ r for I+, and B ≥ r + 4 for I−. The restricted bound for I+ limits attention to almost-primes
whose smallest r − 1 factors are less than R; the bound for I− limits attention to almost-primes
whose smallest r − 2 factors are less than R, and whose next largest factor is between R and R3.

Using Lemma 5.1, we thus obtain

(5.4) I+(r, k, P, B) ≥ 1
(r − 1)!

∫ 1

y=0

P̃ (1− y)2yk−2(− log(1− y))r−1dy

(5.5) I−(r, k, P, B) ≥ 1
(r − 2)!

∫ 1

y=0

P̃ (1− y)2yk−2(− log(1− y))r−2dy.

Here we have made the simple estimate log 3 > 1 in (5.5). Write a for r−1 or r−2, and �x P (x) = 1,
P̃ (x) = x, so that we need to bound

(5.6) J(a, k) :=
∫ 1

y=0

(1− y)2yk−2(− log(1− y))ady.

Fix a parameter α ∈ (0, 1), to be determined later, and restrict the range of integration to those α
where yk−2 > α. We obtain

J(a, k) > α

∫ 1

y=α
1

k−2
(1− y)2(− log(1− y))ady

= α

∫ 1−α
1

k−2

y=0

y2(− log y)ady.

Integrating by parts, this is

αy3
[1
3
(− log y)a +

a

9
(− log y)a−1 +

(a)(a− 1)
27

(− log y)a−2 + · · ·+ a!
3a+1

]∣∣1−α
1

k−2

0

= α(1− α
1

k−2 )3
[1
3
(− log(1− α

1
k−2 ))a +

a

9
(− log(1− α

1
k−2 ))a−1 + · · ·+ a!

3a+1

]
.

We thus obtain the crude estimate

(5.7) J(a, k) >
α

3
(1− α

1
k−2 )3(− log(1− α

1
k−2 ))a.

To estimate the quantity 1− α
1

k−2 , observe that

1− α
1

k−2 =
1− α

1 + α
1

k−2 + · · ·+ α
k−1
k−2

,

so that

(5.8)
1− α

k − 2
< 1− α

1
k−2 <

1− α

α(k − 2)
.

We thus estimate

(1− α
1

k−2 )3 >
(1− α

k − 2
)3

,

− log(1− α
1

k−2 ) > − log
(

1− α

α(k − 2)

)
= log

(
α(k − 2)
1− α

)
,

and deduce that

J(a, k) >
α

3

(
1− α

k − 2

)3

loga

(
α(k − 2)
1− α

)
.
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Therefore we have established the estimate

(5.9) S1,j ≥ (1− oN (1))
δjϕ(M)NS(L) logk R

B(k − 2)!a!
α

3

(
1− α

k − 2

)3

loga

(
α(k − 2)
1− α

)
,

where a = r − 1 if BV (ϑ, M) is assumed, and a = r − 2 otherwise. We multiply by k, the number
of terms, replace δj with δ (which is the minimum of the δj), and subtract νS0 to obtain

(5.10) S = NS(L) logk R

[
(1− oN (1))

kδϕ(M)
B(k − 2)!a!

α

3

(
1− α

k − 2

)3

loga

(
α(k − 2)
1− α

)
− (1 + oN (1))

ν

k!

]
.

To prove that this is positive for large N , it su�ces to prove that

(5.11)
kδϕ(M)

B(k − 2)!a!
α

3

(
1− α

k − 2

)3

loga

(
α(k − 2)
1− α

)
>

ν

k!
.

We sort this out a bit to obtain the condition

k2(k − 1)
(k − 2)3

loga

(
α(k − 2)
1− α

)
>

3νBa!
δϕ(M)α(1− α)3

.

The ratio of k terms at left is greater than 1, and just slightly so as k gets large, so that we can
replace this with

loga

(
α(k − 2)
1− α

)
>

3νBa!
δϕ(M)α(1− α)3

and thus

log(k − 2) >
[ 3νBa!
δϕ(M)α(1− α)3

] 1
a − log

(
α

1− α

)
.

Choosing α = 1/4, we have

log(k − 2) >
[256

9
νBa!

δϕ(M)
] 1

a + log 3

and thus

k > 3 exp
([29νBa!

δϕ(M)
] 1

a
)
+2.

To prove Theorem 2.3 we take B = r + 4, a = r − 2. To prove Theorem 2.2 we take a = r − 1,
thereby obtaining (2.15) for each B > max(2/ϑ, r) and thus for B = max(2/ϑ, r) as well.

We conclude with a sketch of the proof of Theorem 2.1. In the case of E2 numbers, (4.14) re-
mains valid, and reads

S1,j ∼
∑
d,e

λdλe

∑′

p

τk−1([d, e, p]/p)
ϕ(aj [d, e, p]/p)

ϕ(M)
∑

ajN/p<n≤2ajN/p
n≡bj p̄M (mod M)

β1,P(n).

This is the same as the sum occurring immediately before (5.6) in [13], except for the restrictions on
n and p. As the sum over n is immediately estimated using the prime number theorem, we obtain
a factor of δ2 corresponding to this restriction.

We also need to take into account the restrictions on p. In the evaluation of the analogous sum
in [13], the authors use the estimation ∑

p≤u

log p = u + Z(u)

for an error term Z(u) satisfying

Z(u) � u exp(−c
√

log u)
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by the prime number theorem. In our case, we have∑′

p≤u

log p = δ1u + Z(u)

where Z(u) satis�es the weaker Siegel-Wal�sz condition

(5.12) Z(u) � u log−A u.

One checks that the estimates in Lemmas 10-12 of [13] remain valid with the weaker error term (5.12),
so that the estimate for S1,j holds with an additional density factor of δjϕ(M). The remainder of
the analysis in [13] then proves Theorem 2.1 for any B > 2/ϑ, and thus for B = 2/ϑ as well.

6. An Example

In this section we use work of Ono [21] to give an example of how the constant CE of Theorem
1.2 can be made explicit. We consider the elliptic curve E := X0(11), given by the equation

(6.1) y2 = x3 − 4x2 − 160x− 1264.

(For an illuminating discussion of some interesting properties of this curve see [16], Ch. 11). Ono
establishes the existence of a set of primes S1 of Frobenius density 1

3 , so that for any square-free
integer q whose prime factors are all in S1, we have

rk(E(−11q), Q) = 0.

Moreover, Ono explicitly describes S1 as follows: The natural action of Gal(Q/Q) on the 2-division
points of E(−11) induces the surjective representation

ρf : Gal(Q/Q) −→ GL2(Z/2Z),

which satis�es

tr(ρf (Frobp)) ≡ a(p) (mod 2)

for all but �nitely many primes p. (Here a(p) := p + 1−#E(Fp), Frobp denotes the Frobenius at p
in Gal(Q[f(x)]/Q), and f(x) is the cubic in (6.1).) The set S1 is the set of those primes p such that
tr(ρf (Frobp)) ≡ 1 (mod 2), and the Chebotarev density theorem implies that S1 has density 1

3 .
By Murty and Murty's theorem [19], S1 satis�es Hypothesis BV (ϑ, M). To compute M , we

calculate that the discriminant of f(x) is −28 · 115, and the only sub�eld of Q(f(x)) that will be
contained in any cyclotomic �eld is Q(

√
−11). This �eld has discriminant −11, and so will in fact

be contained in Q(ζ11), so M = 11. We may then use (3.4) to compute ϑ = 1/2.
We will forgo a detailed analysis of the density of S1 in arithmetic progressions, and instead easily

obtain a somewhat large upper bound. We will choose an admissible k-tuple with each bj in the
same residue class modulo 11. For some choice of residue class we will have δϕ(M) ≥ 1

9 , so we may

apply Theorem 2.1 with B = 4 and δϕ(M) = 1
9 , obtaining k = 4574. Let p1, p2, . . . denote the

primes larger than 4574; choosing a subset {pi} of 4574 of these in the same residue class modulo
11, {11n + pi} will form an 11-admissible 4574-tuple.

We may guarantee that 4574 of the pi are in the same residue class by choosing from the �rst
4574 ·ϕ(11)+1 = 45741 primes larger than 4574. Referring to a table [4] of the primes, we conclude
that there are in�nitely pairs of square-free m and n with

rk(E(−11m)) = rk(E(−11n)) = 0,

and

|m− n| ≤ 559286.
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